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Zabbix performance tuning

How to measure performance

Number of values processed per second (NVPS)

A rough estimate of NVPS is visible in Zabbix

W initMAX S@SE System information
Q\ Parameter Value
Dashboards Zabbix server is running Yes
. Zabbix server version 7.04
Monitoring
Zabbix frontend version 7.04
Services
Software update last checked 2024-10-14
Inventory . Latest release 7.0.4
Reports Number of hosts (enabled/disabled) 1556
Number of templates 205
System information
Number of items (enabled/disabled/not supported) 5008
Scheduled reports
Number of triggers (enabled/disabled [problem/ok]) 2304
Availability report
Number of users (online) 18

Top 100 triggers

Required server performance, new values per second 74.98
Audit log
. High availability cluster Enabled
Action log
Notifications Name Address Last access

(V)] Data collection A nodet localhost:10051 1s

Details

hosting1.tomashermanek.cz:10051

Up to date

Up to date

Release notes (2

1551/5

36337929/ 446

1848 /456 [77 1 1771]

2

Fail-over delay: 1 minute

Status

Active
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Zabbix performance tuning

How to measure performance

Why the number of devices is not an indicator?

Dashboards

Monitoring

Services

Inventory

Reports

System information
Scheduled reports
Availability report
Top 100 triggers
Audit log

Action log

Notifications

Data collection

System information

Parameter

Zabbix server is running

Zabbix server version

Zabbix frontend version

Software update last checked
Latest release

Number of hosts (enabled/disabled)

Number of templates

Number of items (enabled/disabled/not supported)

Number of triggers (enabled/disabled [problem/ok])

Number of users (online)

Required server performance, new values per second

High availability cluster

Name

node1

Address

localhost: 10051

Value

Yes

7.0.4

7.04

2024-10-14

7.0.4

1556

205

5008

2304

18

74.98

Enabled

Last access

1s

Details
hosting1.tomashermanek.cz:10051
Up to date

Up to date

Release notes (2

1551/5

3633 /929 /446

1848 /456 [77 1 1771]

2

Fail-over delay: 1 minute

Status

Active

3 initMAX



Zabbix performance tuning

How to measure performance

Dashboards

Monitoring

i Services

] Inventory

; Reports

System information
Scheduled reports
Availability report
Top 100 triggers
Audit log

Action log

Notifications

(V]! Data collection

System information

Parameter

Zabbix server is running

Zabbix server version

Zabbix frontend version

Software update last checked

Latest release

Number of hosts (enabled/disabled)

Number of templates

Number of items (enabled/disabled/not supported)

Number of triggers (enabled/disabled [problem/ok])

Number of users (online)

High availability cluster

Name

node1

Address

localhost: 10051

» Update frequency greatly affects NVPS.

Value

Yes

7.0.4

7.0.4

2024-10-14

7.0.4

1556

205

5008

2304

18

Enabled

Last access

1s

> The calculation takes into account data from the monitored devices.

» Data types “Zabbix trapper” or “SNMP trap” are not taken into account.

Details

hosting1.tomashermanek.cz:10051

Up to date

Up to date

Release notes 2

1551/5

3633 /929 / 446
1848 / 456 [77 / 1771]

2

Fail-over delay: 1 minute

Status

Active

3 initMAX

Required server performance, new values per second 74.98
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Zabbix performance tuning

How to measure performance

Parameter Value Details

Zabbix server is running Yes I 10051
Zabbix server version 7.04 Up to date

Zabbix frontend version 7.04 Up to date

Software update last checked 2024-10-14

Latest release 7.04 Release notes (2

Number of hosts (enabled/disabled) 30820 24973 / 5847

Number of templates 1668

Number of items (enabled/disabled/not supported) 3379343 2707388 / 542754 / 129201
Number of triggers (enabled/disabled [problem/ok]) 1380469 1150804 / 229665 [30750 / 1120054]
Number of users (online) 10214 32

Required server performance, new values per second 38637.6

High availability cluster Enabled Fail-over delay: 1 minute
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Zabbix performance tuning

Performance

» Zabbix can deliver 2,7 million of values per minute or around 45.000 of values per second

> In real life performance would be worse. Why?!
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Zabbix performance tuning

What affects performance?

» Type of items, value types, SNMPv3, number of triggers and complexity of triggers.

> Housekeeper settings and thus size of the database.
> Number of users working with the WEB interface.

> Speed of data gathering ( network)

» Disk performance for Zabbix Database

» 0OId versions and un-tuned environment

» APl requests (scripts, Grafana, history.push)

> Encryption
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Zabbix performance tuning

What affects performance?

]f’rg(iqtfgr‘]i Sirn';‘ésségfﬂiae Number of hosts D Performance - NVPS
100 100
1000 1000
10 000 10 000

300 items per host, update

frequency once per minute Number of hosts Performance - NVPS
100 500
1000 5000
10 000 50 000

» Choose update frequency and
duration of storage carefully
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Zabbix performance tuning

Performance

» History analysis affects performance of Zabbix. But not so much!

Database size Large Fits into memory
: Update frequency
Low-level detection Update frequency 30s, 15m, 30m 1 1d. 7d

nodata(5m) and mult. event generation,

Errors in settings

nodata(5m), min(3600)

min(#3600)
Trigger expressions min(), max(), avg() last(), nodatal()
Data collection Polling (SNMP, agent-less, passive agent) Trapping (active agents)

Data types Text, string Numeric
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Zabbix performance tuning

Performance

Different views on performance

> “l just added 5 hosts and Zabbix died” :-(
“Zabbix is so slooooow, | have only 48 hosts” :-(

“Our status update: 232623 hosts, 3878565 items, 591121 triggers,

Q “Zabbix Milestone achieved - 1000 hosts and growing” :-)
19086 vps” :-

What's the difference?



3 initMAX

Zabbix performance tuning

Performance

Common problems of initial setup

Default database settings

> Tune database for the best performance (https://github.com/hermanekt/Zabbix_MYSQL_tunned_for_40k)

» TimescaleDB tuner timescaledb-tune (https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/)

Not optimal configuration of Zabbix Server

» Tune Zabbix Server configuration ( Dashboard > Zabbix server health)
Housekeeper settings do not match hardware spec

> (Use partitions in DB)

Use of default templates

» Make your own smarter templates

Use of older releases

> Always use the latest one!


https://github.com/hermanekt/Zabbix_MYSQL_tunned_for_40k
https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/
https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/
https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/
https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/
https://docs.timescale.com/self-hosted/latest/configuration/timescaledb-tune/
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Zabbix performance tuning

Performance

Visible symptoms of bad performance

» Zabbix queue has too many delayed items Administration->Queue
» Frequent gaps in graphs, no data for some of the items

> False positives for triggers having nodata() function

» Unresponsive WEB interface

> No alerts or thousands of alerts

» Delayed notifications for already resolved problems

» Grafana have problem to get data from Zabbix via APl or DB

> Unsupported items and nodata triggers

» Peak in gathering data caused by Scheduled intervals
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Zabbix performance tuning

Performance

Nice view of queue of items

QUSRS Queue overview v

Q Items 5 seconds 10 seconds 30 seconds 1 minute 5 minutes More than 10 minutes
Dashboards Zabbix agent 0 0 0 0 0 0
. Zabbix agent (active) 0 0 0 0 0 0

Monitoring

Simple check 0 0 0 0 0 0
Services

SNMP agent 0 0 0 0 0 0
Inventory Zabbix internal 0 0 0 0 0 0
Reports External check 0 0 0 0 0 0

Database monitor 0 0 0 0 0 0
Data collection

HTTP agent 0 0 0 0 0 0
Alerts IPMI agent 0 0 0 0 0 0
Users SSH agent 0 0 0 0 0 0

TELNET agent 0 0 0 0 0 0
Administration

JMX agent 0 0 0 0 0 0
General

Calculated 0 0 0 0 0 0
Audit log

Script 0 0 0 0 0 0

Housekeeping

Proxies

Macros

Queue
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Zabbix performance tuning

Performance

Nice view of queue of items during a problem state

M. VRISl Queue overview v

ltems 5 seconds 10 seconds 30 seconds 1 minute 5 minutes More than 10 minutes
Dashboards Zabbix agent 0 0 0 0 o

Zabbix agent (active) 0 0 0 0 0

Monitoring

Simple check 0 0 0 0 0

Services
SNMP agent 0 0 0 0 0

0
0
R
0
Inventory Zabbix internal 0 0 0 0 0 _
0
0
0
0
0
0
0
0
0

Reports External check 0 0 0 0 0

Database monitor 0 0 0 0 0

Data collection
HTTP agent 0 0 0 0 0

Alerts IPMI agent 0 0 0 0 0
Users SSH agent 0 0 0 0 0

» i TELNET agent 0 0 0 0 0
Administration

JMX agent 0 0 0 0 0
General

Calculated 0 0 0 0 0
Audit log

Script 0 0 0 0 0
Housekeeping

Proxies
Macros

Queue
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Zabbix performance tuning

Performance

Q o

Step 1 Step 3
ldentify Improve
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ldentify
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Zabbix performance tuning

|dent|fy Visualization

How to understand which one is the root cause of
Zabbix slowdown?

Database ‘T ZABBIX Server
?

History Analysis
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Zabbix performance tuning

ldentify

Visualization Main utilities
.m L= > top, ntop, iostat, vmstat, sar
‘ =fj = > Zabbix itself
. —= » strace or log file with debugging mode enabled

ps aux | grep zabbix_server

v\"
pA

Database 44— ZABBIX Server

History Analysis

# ps ax | grep sync

zabbix_server: history syncer #1 [synced 1845 items in 0.257111 sec, syncing history]
zabbix_server: history syncer #2 [synced 24 items in 0.060314 sec, idle 4 sec]
zabbix_server: history syncer #3 [synced © items in 0.000018 sec, idle 4 sec]
zabbix_server: history syncer #4 [synced 0@ items in 0.000009 sec, syncing history]

Values change?
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Zabbix performance tuning

ldentify

Visualization Main utilities
.m m— » top, ntop, iostat, vmstat, sar
§ o > Zabbix itself
B - - . . :
E—=— —— > strace or log file with debugging mode enabled

ps aux | grep zabbix_server

v\"
pA

Database 44— ZABBIX Server

History Analysis

# ps ax | grep sync
history syncer #1 [synced 1020 items in 285.198752 sec, syncing history]
history syncer #2 [synced 915 items in 285.177799 sec, syncing history]

history syncer #3 [synced 3401 items in 284.936376 sec, syncing history]
history syncer #4 [synced 1194 items in 285.280719 sec, syncing history]

During the problem?
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Zabbix performance tuning

ldentify

Get internal statistics

The actual VPS value

» zabbix[wcache, values, all]

> zabbix[queue,1m] amount of items with a delay of more than 1 minute

Zabbix server components

> Alerter, Configuration syncer, DB watchdog, discoverer, escalator, history syncer, http poller,
housekeeper, icmp pinger, ipmi poller, poller, trapper, etc.

Zabbix server cache

» history write cache, value cache, trend write cache, vmware cache, etc.
Ready templates:

> Template App Zabbix Server

> Template App Zabbix Proxy

> Template App Zabbix Agent
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Zabbix performance tuning

ldentify

initMAX ¢ N) Zabbix server problems

Time v Info Host Problem - Severity Duration Update Actions

Dashboards
(ﬂ)‘
Monitoring AL
i No data found
Services
Inventory
Reports
pr d per d tion of data collectors Utilization of internal processes
Data collection 120 vps 100 % 100 %
Alerts 100 vps . -
2026-01-17 15:06:35
Users 80 2026-01-17 14:33:12
vps
P R B Zabbix Server: Utilization of alerter internal processes, in %: 0 %
Administration B Zabbix Server: Number of processed character values per second: 0.5826 vps B Zabbix Server: Utilization of alert manager internal processes, in %: 0 %
60 vps : ?EE!X Zerver: :umzer o; processej Iogtva\ues :e;se(:ond: 02663 VZS4 261 B Zabbix Server: Utilization of alert syncer internal processes, in %: 0.03385 %
GitLab 2 !X erver: Number of processed no suPpor ed values per second: 4. vps B Zabbix Server: Utilization of availability manager internal processes, in %: 0.0339 %
B Zabbix Server: Number of processed numeric (float) values per second: 26.8334 vps B Zabbix Server: Utilization of configuration syncer internal processes, in %: 0.6729 %
40 vps Zabbix Server: Number of processed numeric (unsigned) values per second: 57.4404 vps B Zabbix Server: Utilization of configuration syncer worker internal processes, in %: 0 %
ChiAE ! iasll:!x 2erver: zumger 0; processeg te>|<t values per sffc;r;d(:)ijJOé vps A B Zabbix Server: Utilization of connector manager internal processes, in %: 0 %
20 vps -abbix Server: Number of processed values per second: 7. ves B Zabbix Server: Utilization of connector worker internal processes, in %: 0 %
2, Social media B Zabbix Server: Utilization of discovery manager internal processes, in %: 0 %
0vps | 0% A A A B Zabbix Server: Utilization of discovery worker internal processes, in %: 0 %
1-1714:29 1-1714:38 1-1714:48 1-1714:57 1-1715:06 1-1714:25 1-1714:34 1-1714:43 1-1714:52 1-1715:01 B Zabbix Server: Utilization of escalator internal processes, in %: 0.01693 %
[ Zabbix Server: Utilization of history poller internal processes, in %: 0.006772 %
. [ Zabbix Server: Utilization of history syncer internal processes, in %: 0.4615 %
Cache usage Value cache effectiveness B Zabbix Server: Utilization of housekeeper internal processes, in %: 0 %

100 % 1200 vps Zabbix Server: Utilization of LLD manager internal processes, in %: 0 %
Zabbix Server: Utilization of LLD worker internal processes, in %: 0.8225 %
Zabbix Server: Utilization of preprocessing manager internal processes, in %: 0.3894 %

80 % Zabbix Server: Utilization of preprocessing worker internal processes, in %: 0.08967 %
2026-01-17 14:51:15 . e . :
Zabbix Server: Utilization of proxy group manager internal processes, in %: 0 %
B Zabbix Server: Configuration cache, % used: 1.2711 % Zabbix Server: Utilization of report manager internal processes, in %: 0 %
60 % B Zabbix Server: History index cache, % used: 11508 % Displaying 20 of 26 found
B Zabbix Server: History write cache, % used: 0.007439 % 15
Zabbix Server: Trend write cache, % used: 24.567 % )
40% Zabbix Server: Value cache, % used: 381719 %
= initmax Eshop Zabbix Server: VMware cache, % used: 0.07966 % 10
ini iki 20 %
initMAX Wiki 200 vps 05
Help
0% 0vps 0
1-1714:25 1-17 14:34 1-1714:43 1-17 14:52 1-17 15:01 1-17 14:29 1-1714:39 1-1714:48 1-17 14:58 1-17 14:28 1-17 14:37 1-17 14:45 1-17 14:54 1-17 15:03

User settings
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Zabbix performance tuning

ldentify

Debug mode

» There is a problem, but it is not clear what kind of problem?

v

Enable debugging mode for the process:

# zabbix_server -R log_level_increase=alerter

v

Search in the log for information about the problem (grep. etc.):

/var/log/zabbix/zabbix_server.log

v

Analyze diaginfo - Log internal diagnostic information of the section
# diaginfo=section

> Processing time is too high
# ps xauf | grep zabbix_server
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Zabbix performance tuning

ldentify

(
. # strace -s256 -ttt -p 2005 (history syncer #1) -o (output)
' strace: Process 2005 attached

> -s256 ( string size ) Sets the maximum string
size to print to 256 characters.

» -ttt (Microsecond Timestamps)
> -p (Process ID)
> -0 /tmp/strace (Output File)
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Zabbix performance tuning

ldentify

————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————

i 1768819737.762553 epoll_pwait(15, [], 32, 0, NULL, 8) =0

i 1768819737.762593 rt_sigprocmask(SIG_BLOCK, [INT QUIT USR1 USR2 TERM], [], 8) =0

i 1768819737.763195 futex(0x7fbdal7df2a8, FUTEX_WAKE, 1) =1

i 1768819737.763282 mmap(NULL, 8192, PROT_READ |PROT_WRITE, MAP_PRIVATE | MAP_ANONYMOUS, -1, 0) = 0x7fbd9d314000
' 1768819737.763330 mmap(NULL, 9000020, PROT_READ |PROT_WRITE, MAP_PRIVATE | MAP_ANONYMOUS, -1, 0) =

' 0x7fbd9ca7e000

i 1768819737.763367 mmap(NULL, 4096, PROT_READ |PROT_WRITE, MAP_PRIVATE | MAP_ANONYMOUS, -1, 0) = 0x7fbda17d3000

e M . . e . e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m em e e e e m e e e em e e e e e e,

== |ocks diagnostic information ==
Locks:

ZBX_RWLOCK_CONFIG_HISTORY:0x7fbda17df2e0
ZBX_RWLOCK_VALUECACHE:0x7fbdal7df318

' ZBX_RWLOCK_CONFIG:0x7fbdal7df2a8

____________________________________________________________________________________________________________________________
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ldentify

How to know that the performance of the DB is bad?

» Zabbix server configuration file, zabbix_server.conf

LogSlowQueries=3000




Zabbix performance tuning

|dentify

Main utilities

> top, ntop, iostat, vmstat, sar

» DB statistics, innotop, pg_top

Y initMAX
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ldentify

————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————

[root@vbox]# sar -d -wp 1 10
Linux 5.14.0-427.13.1.el9_4.x86_64 (vbox) 01/19/26  _x86_64_ (1 CPU)

13:00:00 tps rkB/s wkB/s dkB/s areg-sz aqu-sz await %util DEV
13:00:01 6.00 0.00 24.00 000 400 001 1.17 1.90sda

13:00:01 6.00 0.00 24.00 0.00 4.00 0.02 2.67 1.90almalinux-root
13:00:01 0.00 0.00 000 0.00 0.00 0.00 0.00 0.00almalinux-swap

> Ignore %util unless it stays at 100% AND await
starts climbing.

» Watch await: If your History Syncer is slow but
await is only 2ms, disk is not the issue
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ldentify

Main utilities
> top, ntop, iostat, vmstat, sar

» DB statistics, innotop

—————————————————————————————————————————————————————————————————————————————————————————————————————————————————

# grep slow /var/log/zabbix/zabbix_server.log

slow query: 9.054528 sec, "insert into events (eventid, source, object, objectid,
clock...

slow query: 8.501505 sec, "update hosts set lastaccess=1421211815 where hostid...
slow query: 6.754405 sec, "insert into history (itemid,clock,ns,value) values...

slow query: 37.949541 sec, "select i.itemid, i.hostid, h.proxy hostid, i.type,
i.data_type...

slow query: 70.877295 sec, "select distinct t.triggerid, t.description, t.expression,
t.error...

e

_________________________________________________________________________________________________________________
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Zabbix performance tuning

Tune

Innotop shortcuts

> Q - Query List - Standard processlist to see what queries are running right now and for how long.
» T - Transactions - Critical for finding locked transactions.

v

D - Deadlocks - SHows the details of the last detected InnoDB deadlock. Including the queries and locks.

v

| - InnoDB I/0 - Displays |I/0 thread activity and pending |I/0 operations

v

Change the refresh internal ( default is usually 5 seconds ) - d

v

Freeze the screen so you can inspect a specific line - p
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ldentify

Slow DB?
> Missing data
> Data waiting to be written

» Data gaps

Graph Internal queues
4360 GB 160 KBps 30K
25K
4.358 GB 128 KBps
20K
4.356 GB 96 KBps 15K
1.0K
4.354 GB 64 KBps
05K
435268 i 32 KBps 0
12-04 09:03AM  12-04 09:05AM  12-0409:06 AM  12-04 09:08 AM  12-04 09:09 AM  12-04 09:11 AM  12-04 09:12 AM
min avg max
== Zabbix server: Preprocessing queue 0 789.5741 231K
4.350 GB == Zabbix server: LLD queue 0 0 0
12-04 09:04 AM 12-04 09:05 AM 12-04 09:07 AM 12-04 09:09 AM 12-04 09:11 AM  12-04 09:12 AM = Zabbix server: Discovery queue 0 0 0

== | inux PROD server: Interface eth0Q: Total traffic, all == Linux PROD server: Interface eth0: Total traffic, change == Zabbix server: Connector queue [no data]
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ldentify

Debug mode can be optionally enabled at the user group level and is visible on all pages

Users
Y Filter

Dashboards Usemame User roles Select

Monitoring

IOV ERCESI ChatGPT BB
Services Q
b OpenAl widget
Inventory Bl
ashboards . .
Reports Username a in ItMAX Status Provisioned Info
Admin L] gatapase Nas SUTTCIENT resources sucn as UFu, Memory, ana aisk 1/uU capapliiites. uonsiaer S Erabled
Data collection . . q 5 o 4 . . .
sl zadrazl @itmax.cz Services upgrading the hardware if necessary. 8. Review and adjust monitoring templates: Review Disabled Enabled 20240214 10:01
Alerts and optimize the Zabbix templates used for monitoring. Avoid unnecessary or redundant
corona Inventory Disabled Enabled
items, triggers, and actions that may cause unnecessary overhead. 9. Enable caching:
Users czsve_zabbix RepoIE K _ i . i Enabled Enabled
Enable and configure caching within Zabbix, such as setting up a high-performance
User groups guest _ - " . . - _ Disabled Enabled
Data collection caching proxy like Varnish or implementing a caching mechanism for frequently accessed
U | akub.zemanek@initmax.cz . . . Disabled Enabled 2023-04-05 02:51
serroles ! e o data. 10. Regularly clean up and maintain Zabbix: Regularly clean up old data, remove o !
k.rysa . . . . Disabled Enabled 2023-09-18 10:57
Users marekrysaw@inimaxce unused hosts, and perform regular maintenance tasks like housekeeping and purging to e !
bz Meetup B keep the Zabbix database optimized. Remember that performance tuning is an ongoing Enabled Enabled
Authentication MS Teams Administration process, and it is essential to monitor and fine-tune the system periodically based on the Enabled Enabled
Administration tomas.hermanek changing environment and requirements. Disabled Enabled 2023-11-30 21:18
tomas.hermanek@initmax.cz Disabled Enabled 2024-01-30 19:06
tomas.skocdopole Disabled Enabled 2023-12-27 13:45
b Send a message
tomas.skocdopole@initmax.cz g Disabled Enabled 2024-01-25 09:40

tomas.stockl User settings

vojtech.mejstrik Saont Disabled Enabled 2023-10-26 08:07
Zabbix 7.0.0betat. © 2001-2024, Zabbix SIA Jisplaying 15 of 15 found

Disabled Enabled
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Memory limit: 2G

Debug mode
( ﬁ
i >k 3k 5k >k 3k 5k >k >k 5k >k >k 5k 5k >k ok k >k ok k % Scr\lpt pr\o-Filer\ >k 3k 5k >k >k 5k >k >k 5k >k >k 5k >k %k ok k >k ok k %k i
Load speed . Total time: ©.960905 ;
' Total SQL time: ©.749027 ;
IeSS than a ) ; SQL count: 5636 (selects: 4065 | executes: 1571) :
second . Peak memory usage: 180.5M

__________________________________________________________________________
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ldentify

Memory limit: 2G

Debug mode
I'/ \\:
i 3K 3k 3k 3k 3k 5k 3k 5k 3k 3k 5k 3k 5k >k 3k 5k 3k 5k >k >k Scr‘lpt pr‘O'Filer‘ 3K 3k 3k 3k 3k 5k 3k 3k 3k 3k 5k 3k 5k >k 3k >k 3k 5k >k >k i
Problem ' Total time: 10.960905 ;
' ' Total SQL time: ©.749027 ;
Wlth Web ; SQL count: 5636 (selects: 4065 | executes: 1571) :
server . Peak memory usage: 180.5M

__________________________________________________________________________
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ldentify

Debug mode

__________________________________________________________________________

>k 5k >k 5k >k 5k >k 5k >k ok >k ok >k ok >k ok >k ok k ok Scr‘lpt pr‘O'Filer‘ >k %k >k 5k >k 5k >k 5k >k ok >k ok >k ok >k ok ok ok ok ok

Total time: 10.960905

Total SQL time: 10.749027

SQL count: 5636 (selects: 4065 | executes: 1571)
Peak memory usage: 1860.5M

Memory limit: 2G

Problem
with DB

>

e U

__________________________________________________________________________
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Zabbix performance tuning

Tune

Tune number of processes (example)
» Zabbix server configuration file, zabbix_server.conf:

StartPollers=80
StartPingers=10
StartPollersUnreachable=80

StartiPMIPollers=10
StartTrappers=20
StartDBSyncers=6
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Tune tips

Tune number of processes

» Starting with version 7.0, StartPollers can be decreased because Zabbix Server and Proxy now have
dedicated pollers for Zabbix Agent, SNMP Agent, and HTTP agents

> Zabbix Agent and HTTP Agent checks work without changes. For SNMP, you must upgrade your
templates to use the new get[] and walk[] keys. Legacy OID items still run on the old poller, but
migration is strongly recommended.

v

An unreachable poller means that Zabbix is unable to connect to the device and retrieve data
» This is usually an interface issue caused by configuration problems or network issues

v

Unsupported items on a host may unnecessarily consume system resources and should be reviewed

> This can be easily monitored using the internal check zabbix[host,.items_unsupported], which
returns the number of enabled unsupported items on the host.
https://www.zabbix.com/documentation/7.0/en/manual/config/items/itemtypes/internal

v

Critical caches
» CacheSize= (configuration cache)
» HistorylndexCacheSize= (indexing history cache)

v

Timeout from version 7.0


https://www.zabbix.com/documentation/7.0/en/manual/config/items/itemtypes/internal
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Tune

How to know when it is time to tune Zabbix configuration?
> Failures in graphs or 100% load

Zabbix data gathering process busy % (17h 15m 30s)
I I ""|IIIJI ¥

0 At et . R0 i e 1 o B, sl L

A= B = B A= R A= R =R R A= B = B = R R A= B R A= = B T A= $053$8$3$838$833$o$3$

R e e e e S O N e - O = O N e e e R e

[=1 =1 (=1 — — — — — — — — — — ] (3] ] ] o =1

S S

o =

(o] o

last min avg max

[ Zabbix busy trapper processes, in % [aval 0.12% 0.04 % 0.09% 0.17 %
B Zzbbix busy poller processes, in % [aval 100% 11.258 % 66.87 % 100 %
M Zabbix busy ipmi poller processes, in % [aval 4.49% 0.88 % 5.69%  32.19%
[0 Zabbix busy discoverer processes, in % [avg] 0.01 % 0% 0.001612 % 0.02%
[ Zabbix busy icmp pinger processes, in % [aval 19.36% 19.23% 25.88% 31.068%
B Zabbix busy http poller processes, in % [ava] 0.03% 0.01 % 0.02% 0.42 %
[ Zabbix busy unreachable poller processes, in%  [avg] 0% 0% 231 % 8.07 %
[ Zabbix busy java poller processes, in % [aval 0% 0%  0.000709 % 0.05 %

B Zabbix busy snmp trapper processes, in% [nodata]
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InnoDB is better than MyISAM

> Look at the data
mysqladmin status / variables (or innotop)

> InnoDB
innodb_file_per_table =1
innodb_buffer_pool_size=<large> (~75% of total RAM)
innodb_buffer_pool_instances = 8
innodb_flush_log_at_trx_commit = 2
innodb_flush_method = O_DIRECT
innodb_log_file_size = 256M

> Do notuse

Query history
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Problem with Web server

e e e e e e e e e e e e e e e e e Ee e e e e e e M e e e e e e e e e e e M e e e e e M e e Em e e M e e e e e e e e e e

%k 5k >k 5k %k 5k >k 5k >k 5k %k 5k %k >k %k 5k % >k %k Scr‘lpt pr‘O'Filer‘ %k 5k >k 5k >k 5k >k 5k >k 5k %k 5k %k 5k %k 5k >k >k %k >k

Total time: 10.960905 Problem
Total SQL time: 0.749027 I "

SQL count: 5636 (selects: 4065 | executes: 1571) | Wlth Web
Peak memory usage: 180.5M server
Memory limit: 2G i

> Optimize configuration ApaChe ngin)(

> Try nginx Total time: 6.47  Total time: 1.02
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Improve

Table partitioning
> Itis a way to split large tables into smaller partitions.
> Make sense for historical tables:
history_*, trends* and auditlog
> Benefits:
Easy to remove older data
Significantly better performance

> Downsides:
No per item History storage configuration
More complicated setup then simple Housekeeper
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Improve

No table partitioning
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Improve

How to know when it is time to apply partitioning?

> Trigger “Zabbix housekeeper processes more than 75% busy” is in problem state for hours or days
» The performance of housekeeper is dropping

Zabbix server: Zabbix internal process busy % (1d)

100 % 7—— —— A
80 %
60 %
40 % ’
Y
My, "oy H'W Vool W W
20% n {
! | x DTy o}
0% Al A - X wis e i
0 o (=] o o o (=] L=3 (=] o =] o Qo o (=] o (=] o o o (=] o (=4 o (=3 o o o (=3 o (=] o (=3 o (=] o (=] o o o o o < =3 o (=4 [=d
W o =) 1] =3 1) Q ” = ) o " - ] o o =] L o 1] o L] =} ] =} " Q ] o ey} =} " =} * o o =} ] =] * o o = * =] " o
5 % % 4 § & g & § 8 § R 38 gsas g8 58 g3 g8 g1 5 g% g8 s 2 42 49 x93 g 3 a4 23 & 35
3
last min avg max
B Zabbix busy timer processes, in % [avg] 0% 0% 0.03% 0.86 %
B Zabbix busy escalator processes, in % [avg] 2.76% 1.25% 253% 10.74%
O Zabbix busy housekeeper processes, in % [ava) 100 % 100 % 100 % 100 %
Zabbix busy alerter processes, in % [ava) 0% 0% 1.43% 76.09%
B Zabbix busy configuration syncer processes, in% [avg] 15.06% 0% 1255% 48.82%
B Zabbix busy db watchdog processes, in % [avg] 0.05% 0% 0.009626 % 0.12%
B Zabbix busy history syncer processes, in % [avg) 33.49% 13.42% 29,14 % 100 %

B Zabbix busy self-monitoring processes, in % [avg]) 0% 0% 0.002591 % 1.04%
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Typical flow of issues caused by Housekeeper

» Housekeeper starts to run on 100%

v

Housekeeper starts to affect performance of whole Zabbix

v

Engineers think if Housekeeper is starting to cause issues.. Let's disable it

v

Uncontrolled growth of disk space

v

Engineer understand the mistake and re-enables the Housekeeper

v

System can't recover anymore and disk space is not regained.

Why?
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How to introduce partitioning?
> Much easier to start with partitioning then move to it later

» Old historical data should be stored in partitions

» MySQL / MariaDB require external partitioning scripts

» PostgreSQL -> Use TimescaleDB for native partitioning
Compression comes as added value

3 initMAX
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Improve

| still need better performance

> Run Zabbix components on separate servers!

Database
16 core CPU
64GB RAM

Fast repository
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Improve

| still need better performance
> Run Zabbix components on separate servers!
» Starting with version 7.4, communication between the frontend and the server can be encrypted

Web-interface
4 core CPU
8GB RAM

Database
16 core CPU
64GB RAM

Fast repository
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| still need better performance

> All data collection is done using a proxy

> Preprocessing is also performed here

» LLD data is collected here, but final processing is done only by the Zabbix Server

gé:\?é)é ( ZABBIX
PROXY
Data

( Data collection
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Why to use proxy?

» Zabbix Proxy "converts" passive checks into active

» The load is distributed between the proxies
» If one proxy is overloaded, network nodes can be moved to another proxy

» Starting with version 7.0, you can use proxy groups not only for high
availability (HA), but also for load balancing

> Don't forget to use the new memory-based buffering methods—disk is
the default if no buffer is configured in zabbix_proxy.conf

> Easy maintenance

» Caching data when Zabbix server is not available
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Checklist

> Zabbix internal checks are done
> Otherwise, you don't know anything about Zabbix health!

v

Zabbix configuration is tuned

v

Database performance is tuned

v

Database is monitored

v

Partitioning instead of Housekeeper

v

API calls are limited
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Additional reading

Performance Optimization Guide:

> Mysql: https://www.percona.com/blog/2014/11/14/optimizing-mysql-zabbix/

> PostgreSQL: https://wiki.postgresal.org/wiki/Tuning_Your_PostgreSQL_Server

> PostgreSQL: https://pgtune.leopard.in.ua/

Partitioning tables in Zabbix:

> PostgreSQL: https://www.initmax.com/wiki/implementation-of-timescaledb-in-zabbix/

Zabbix internal checks

» https://blog.zabbix.com/monitoring-how-busy-zabbix-processes-are

> https://www.zabbix.com/documentation/current/manual/config/items/itemtypes/internal
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Highlighting of latest versions

Zabbix 7.0

> Asynchronous pollers
Agent poller
HTTP Agent poller
SNMP poller (for walk[OID] and get[OID] items) - do not forget to change old SNMP items

> Proxy memory buffer

A memory buffer has been developed for Zabbix proxy. The memory buffer allows to store new data (item

values, network discovery, host autoregistration) in the buffer and upload to Zabbix server without accessing
the database.

» Enhanced item timeout configuration possibilities

Timeout configuration is now available for more item types. In addition to setting the timeout values on the
item level, it is possible to define global and proxy timeouts for various item types.

> Enhanced preprocessing

Each script written in JavaScript has a 512-megabyte heap limit. Preprocessing has been adjusted so that it
no longer waits for the completion of write operations from previous steps, which previously caused delays
when the first preprocessing step was not finished, but others were.
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Highlighting of latest versions

Zabbix 7.0

» Faster permission checks

Permission checks have been made much faster by introducing several intermediary tables for checking
non-privileged user permissions.

> Auditlog converted to hypertable on TimescaleDB
> New binary type also in hypertable on TimescaleDB
> Separate database table for proxies

» The default period of storing audit log records before those are deleted by the housekeeper has been changed
from 365 days to 31 days.

> https://support.zabbix.com/browse/ZBXNEXT-5878 (Enhance permission checking/handling)
> https://support.zabbix.com/browse/ZBX-23064 (select distinct)
> https://support.zabbix.com/browse/ZBX-23979 (Trends recalculation)

» https://support.zabbix.com/browse/ZBX-23973 (Avoid retrieving trends from database for new items)



https://support.zabbix.com/browse/ZBXNEXT-5878
https://support.zabbix.com/browse/ZBXNEXT-5878
https://support.zabbix.com/browse/ZBXNEXT-5878
https://support.zabbix.com/browse/ZBX-23064
https://support.zabbix.com/browse/ZBX-23064
https://support.zabbix.com/browse/ZBX-23064
https://support.zabbix.com/browse/ZBX-23979
https://support.zabbix.com/browse/ZBX-23979
https://support.zabbix.com/browse/ZBX-23979
https://support.zabbix.com/browse/ZBX-23973
https://support.zabbix.com/browse/ZBX-23973
https://support.zabbix.com/browse/ZBX-23973
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Highlighting of latest versions

Zabbix 8.0 (Coming Soon)

> Optimized storage engine for telemetry (clickhouse)
> Elasticsearch improvements

> DBHost now automatically selects the first read-write PostgreSQL host
» Bulk fetch

> OpenTelemetry data collection Support

> Log based observability

» Zabbix mobile application

» Event correlation and enterprise alarm console

> NetFlow data collection and visualization

> Permissions for proxies and proxy Groups

» Upload of SSO certifications through Web Ul

> Inherited tags

> New Widgets

> Dashboard Import/Export
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Tips and tricks

From time to time check our wiki or social networks
> Throtling, PosgreSQL tune,..

» https://www.initmax.com/wiki/zabbix-java-gateway-installation-with-tomcat-monitoring/

» https://www.initmax.com/wiki/zabbix-7-0-instructions-for-installation-in-5-minutes/

> https://www.initmax.com/wiki/zabbix-7-0-and-increasing-system-limits/

> https://www.initmax.com/wiki/zabbix-migration-from-mysql-to-postgresql/

« https://www.initmax.com/wiki/how-to-set-up-snmp-trap-in-zabbix/

« https://www.initmax.com/wiki/microsoft-teams-integration-in-five-steps/

. https://www.initmax.com/wiki/reporting-in-zabbix-7-0/
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INitMAX E-Shop

» Custom visualization widgets
> UX Improvement Modules Eusiominenuibutions
. . . Module
) AI Integratlon Wlth Zabblx This module enables creation of custom
> Both FREE and PRO Versions il
personalized interface navigation.
> initMAX eshop link .

https://www.initmax.com/eshop/

e [ P FREE
Dashboards

Structured dashboards

ZABBIX Module

> Video explanation of widget and modules

Notes

inventoryMAX

ZABBIX Module

inventoryMAX adds custom fields to Zabbix
inventory for flexible, structured metadata
management and seamless macro-based

integration.

User filter manager

ZABBIX Module

3 initMAX

img o

Any Widget

Hide widget header

ZABBIX Module

This module prevents widget headers from
being displayed when dashboards are not in
edit mode, improving visual clarity and user

experience.

headerMAX

https://www.youtube.com/watch?v=fpW6TR7DQdU&list=PLF7Hh_ikyQDpHiHhXwLtw570CDF9jn7zL



https://www.initmax.com/eshop/
https://www.youtube.com/watch?v=fpW6TR7DQdU&list=PLF7Hh_ikyQDpHiHhXwLtw57OCDF9jn7zL
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dmitrylambert.com

» FREE Template builder out of JSON
» Tag support

> Low Level Discovery support

» Zabbix 7.0 /7.2 /7.4 version support
> Extract Simple JSONPATH

> Download ready to apply Template

> www.dmitrylambert.com

3 initMAX

Zabbix Template Generator

Transform JSON data into Zabbix monitoring templates

Output: Individual JSONPath expressions for manual item Output: Complete, ready-to-import Zabbix Template.

creation. o ~ -
‘ Features: Automatic Template & LLD Generation + Tag

Features: JSON beautifier, single-click path extraction. Management.

¥ Support This Tool

Your support keeps the Template Builder updated and free for everyone.

Patreon supporters get: Special Dis n « Priority bugfix support « Priority

Support on Patreon & Buy Me a Coffee

Simple JSONPATH Template Builder


http://www.dmitrylambert.com

) initMAX

Questions?
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Contact us:

Phone:

LinkedIn:

Twitter:

Tomas Hermanek:

3 initMAX

+420 800 244 442

https://www.initmax.com

tomas.hermanek@initmax.com

https://www.linkedin.com/company/initmax

https://twitter.com/initmax

+420 732 447 184



